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Abstract well, from a good aspect and in an uncluttered way, as an

iconic image. We believe that such iconic representations

We define an iconic image for an object categazyg( should exist for many categories, especially landmarks as
eiffel tower) as an image with a large clearly delineated we study in this paper, because people tend to take many
instance of the object in a characteristic aspect. We showphotographs of these objects and among this large number
that for a variety of objects such iconic images exist and ar- there will be many taken from similar characteristic views.
gue that these are the images most relevant to that category. In this paper, we show that iconic images can be identi-
Given a large set of images noisily labeled with a common fied rather accurately in natural datasets by segmenting im-
theme, say a Flickr tag, we show how to rank these imagesages with a procedure that identifies foreground pixels) the
according to how well they represent a visual category. We ranking based on the appearance and shape of those fore-
also generate a binary segmentation for each image indi- ground regions. This foreground/background segmentation
cating roughly where the subject is located. The segmenta-also yields a good estimate of where the subject of the im-
tion procedure is learned from data on a small set of iconic age lies.
images from a few training categories and then applied to
several other test categories. We rank the segmented testiml.1. Previous Wor k
ages according to shape and appearance similarity against . .
a set of 5 hand-labeled images per category. We compute Thgre his beebq som(fe p;‘ewous wrc])rk z;] alutci;natmally de-
three rankings of the data: a random ranking of the im- tern_nnmgt N su_Ject orp _otograp s ¢ a [17] auto
ages within the category, a ranking using similarity over th matically detgrmme the ob_ject of mt_erest n photogrgphs.

: : . LS . However, their focus is on images with low depth of field.

whole image, and a ranking using similarity applied only

within the subject of the photograph. We then evaluate thegsnﬁ]gi?a‘;gi i}’?rﬁ]éF;(;ngis"":s'r(l;ig?i;?ﬁ'gé?g’gﬁio_
rankings qualitatively and with a user study. 9 Y

matically determine the subject. Since we collect our im-
ages from the web we cannot use this method. The work
1. Introduction mo;t related to ours in this area_i_s I__abal. [13_] who use
region segmentation and probabilistic reasoning to automa

There are now many popular websites where peopleically determine subjects in unconstrained images, atjhou
share pictures. Typically, these pictures are labelledh wi they do this in a very different manner than our method.
labels indicating well-known objects depicted. However, = Segmentation is well studied and cannot be reasonably
the labellings are not particularly accurate, perhapstsea surveyed in the space available. Most related to our work
people will label all pictures in a memory card with a par- are segmentation algorithms involving Markov Random
ticular label. This means, for example, that the photographfield models dating back to Geman and Gemgmpd stud-
of the Eiffel Tower and a photograph of a friend taken in a ied by many others since. We use a Markov Random field
nearby cafe will both have the label f f el t ower. Our segmentation described by Boykov and Kolmogordy [
user study results show that about half of the pictures #®rth This is an implementation of a min-cut/max-flow algorithm
categories we used on Flickr represent the category poorly.to compute a two label segmentation efficiently.

All this means that these collections are hard to use for There has been extensive work on ranking images for
training object recognition programs, or, for that matss,  content retrieval ], 8, 11, 15 and on automatically re-
a source of illustrations, etc. We would like to rank such ranking search result$] 6, 14]. We focus on the area of
sets of images according to how well they depict the cate-ranking iconic images and include a notion of where the
gory. We refer to an image that depicts a category memberobject lies within the picture as an aid to doing this task.



2. Computing Segmentations

The goal of the segmentation portion of our method is
to automatically detect the region of the image correspond-
ing to the subject of the photograph. As such, we want to
ro Tkl | - compute a binary segmentation of subject and background.
Pax 5 : o e - Because this segmentation has only two labels we can use
Figure 1. Some example segmentations of photographs ifeetob @ very efficient min-cut/max-flow algorithm developed by
and background labels. Our segmentation procedure isddarn Boykov and Kolmogorov4]. Images are modeled as a
from a small set of 110 hand segmented iconic images from Markov Random Field where for an image, each pixel cor-
a few training categoriese( ffel tower, golden gate responds to a node of the graph, with edges between each
bri dge, col osseumandst onehenge). Itis then applied  node and the source and sink nodes, as well as edges be-
to test images of previously unseen categories. While iUieq  yeen the pixel and its four neighboring pixels in the image.
difficult to build aforegrou_nd/ background segmentatiagoaithm Segmentation parameters are learned on a set of training
that works on all images in general, our segmenter works arell . L . .
iconic images with large, clearly delineated objects. !mages from 4 training ca_ltegorles and then applied to new

images from test categories. The features used to compute
our segmentations will be described in sectiohand com-

puting the unary and binary potentials for the edge weights
Another related paper from Ket al. [9] concentrates onthe il be described in sectiof.2.

problem of ranking images according to their photographic
quality. This quality measure is somewhat related to our o 1. | mage Features

notion of iconic images which ideally should also be high
quality images. We compute 7 features describing each pixel: focus, tex-

ture, hue, saturation, value, vertical position and hariab

Many people believe that segmentation and recognition .
. : position. These features were selected because we tend to
are linked in some natural way. There have been some pa; . . . i
. 4 . believe that the subject of a photograph is more likely to be
pers showing that segmentation can help improve recog-

nition results. Barnaret al [3] show that different pos sharp, textured, more vivid in color and brighter than the
) Lo b . P background. We also believe that the subject will be more
sible segmentations can be judged according to how well . Lo .
; . .. ~"likely to lie in either the middle of the photo or be placed
they predict words for regions and that word prediction . . .
) . : : t one of the intersections suggested by the rule of thirds (a
can be improved by using these segmentations. Liebe an . .
. : : - =~ common rule of good subject placement in photographs).
Schiele [L0] use segmentation as a way of integrating indi-

: ) . . S Focus is computed in a 3x3 window around each pixel
vidual image cues and show that this multi-cue combination : .
. ; as the average ratio of high pass energy to low pass energy.
scheme increases detection performance compared to an

L . ¥exture is also computed in a 3x3 window by computing
cue in isolation. .
_ _the average texture response to a set of 6 bar and spot filters.
We integrate aspects from all of these areas, automati-Hye, saturation and value correspond to their respective va
cally detecting the subject of photographs using segmentaes at each pixel. Location for each pixel is represented as
tion methods and re-ranking images according to how well jts - location andy location divided by the image width
they represent a visual category. and height respectively. Each of these features has a value
ranging between and1.

1.2. Data 2.2. Learning Potentials

Our dataset consists of photographs collected from We use training data to learn how our features con-
Flickr for a set of 13 categories. We use all pub- tribute to the probability of subject versus background and
lic photos uploaded over a period of one year con- to the probability of a discontinuity between neighboring
taining that category in any associated text.  Each pixel labels. We use 110 training images from 4 cate-
category contains between 4,000 and 40,000 imagesgories €ol osseum eiffel tower, golden gate
Four categories are used for training our segmentationbri dge and st onehenge) that have been hand seg-

algorithm: col osseum eiffel tower, gol den mented into object and background. These training images
gate bridge andst onehenge. Nine categories are  were selected to be highly iconic images with large, clearly
used for testing: capital buil ding, chrysler delineated subjects.

buil di ng, enpire state building, lincoln There are two types of potentials necessary for our seg-
nmenori al ,sphi nx,statue of |iberty,sydney mentation algorithm. The unary potentials correspond to

opera house,taj nahal andpyrani d. the probability of a pixel being subject (edge weights be-



tween pixels and the source node) and the probability of acompute is a random ranking of the images. The second
pixel being background (edge weights between pixels andranking uses similarity in appearance to the ground truth
the sink node). The second potential type are the binary po-images for the appropriate category. The last ranking that
tentials between neighboring nodes. These correspond tave compute uses our figure/ground segmentations to com-
the probability of the labels being the same between neigh-pute similarity based on appearance and shape.
boring nodes.

All feature vectors in the training images are clustered
together using k-means clustering with 1000 clusters. The

probability of subject and background(source|pizel) To rank the images we use the same 7 dimensional fea-
and P(sink|pizel), are computed for each cluster as tyre vectors as used for segmentation. These vectors have
the percentage of training pixels within the cluster la- some idea of color, location, focus and texture. For each
beled as object and background respectively. The prob-training and test image we compute the average over all pix-
ability of two neighboring pixels having the same label, e|sinthe image of these feature vectors. The testimages are
P(samelpizel;, pizel;) wherei and; are neighboring pix-  then compared to all training images using the normalized
els, is computed as the percentage of such occurrences givegorrelation of their average feature vectors. The test #sag
the pixel's cluster index and the neighboring pixel's ctrst  are ranked according to their maximum correlation value to
index. any training image.

3.1. Ranking Without Segmentations

2.3. Segmentation Results ) ) _
3.2. Ranking With Segmentations

For a test image, features are computed for each pixel.
These features are associated with the index of the closest For our ranking with segmentation information we com-
cluster center. Each pixel then inherits the source and sinkPare testimages to training images using similarity in ghap
probabilities of its cluster index. Each pair of neighbgrin  and appearance. First the segmentation is run on all of the
pixels is assigned the pre-computed probability of having training and test images.
the same label given their cluster indices. We compute the Shape similarity between test and training images is
edges for the image’s graph as the logs of these probabili-computed as the normalized correlation between their bi-
ties (where edges have symmetric weights) and run the min-nary segmentation masks. This should give larger values to
cut/max-flow algorithm on them. shapes that are more similar, though it is a somewhat rough
We don't expect the segmentation to work perfectly for measure of shape similarity.

images in general as determining figure/ground segmenta- Appearance vectors are calculated by taking the average
tions is qUite a difficult task. HOWGVGr, by definition the feature vector within the region marked as Object' Appear-
images that are iconic should have a large object instancegnce similarity between two images is then computed as
in the midst of a fairly uncluttered background. Thus, these the normalized correlation between average feature vector
images should be relatively easy to segment. As long as ouiBecause the appearance is computed only over the region
segmenter works on these images it should help to determarked as object, this measure is more robust to changes
mine which of the large pool of images are the representa-in background than the similarity computed for the ranking
tive ones. without segmentation.

In figure 1 we show some segmentation results 0n 6 €x- 1ot images are then ranked according to their maxi-

ample images. In each of these images the segmentation, m correlation to any training image where correlation to

algorithm is able to automatically determine the subject of a training image is computed as the sum of their appearance
the photograph. Doing this allows us to compute similarity 4 shape correlations

between images using the appearance of only those parts

of the image that correspond to the object of interest which

will be used in our ranking task, secti@®2. The segmenta- 4. Results
tion also gives us an idea of the support of the object which

is used to find objects with similar shapes. We have produced ranked results for 9 test categories.
We judge our rankings qualitatively by showing some
3. Ranking I mages highly ranked photos for our three methods. More results

of this nature can be viewed in the supplementary material
For each test category we select 5 iconic ground truth im- associated with our paper. We also judge our results quanti-
ages as training. We compute rankings against the trainingtatively according to the results of a user study which com-
images using three alternative methods and compare theipares the goodness of our top ranked images to top ranked
results. As a baseline computation, the first ranking that weimages ranked using the two alternative methods.



Figure 2. The top 60 ranked images (ranked left to right) ferdt at ue of |iberty andtaj mahal categories. Several iconic
representations of the statue of liberty are highly ranketliding the iconic torch. Images of the taj mahal are hightyked despite color
variations. Some of the highly ranked buildings are inccirreonsisting of pictures of another (red) building ontteg nahal grounds
because this building is similar in appearance and shapersHike these might be difficult for non-domain experts pots



With Segmentation Without Segmentation Random
category 1s 2s 3s 1s 2s 3s 1s 2s 3s
pyramid | 0.7879| 0.1919| 0.0202|| 0.4242| 0.3636| 0.2121| 0.2600| 0.2300| 0.5100
lincoln || 0.7273| 0.2121| 0.0606| 0.4200| 0.3000| 0.2800|| 0.3061| 0.2959| 0.3980
chrysler || 0.6417| 0.1917| 0.1667 || 0.3000| 0.3917| 0.3083| 0.2500| 0.3083| 0.4417
statue | 0.6364| 0.2818| 0.0818| 0.4909| 0.2545| 0.2545|| 0.2110| 0.3211| 0.4679
taj 0.5152| 0.2525| 0.2323|| 0.4227| 0.2784| 0.2990(| 0.2727| 0.2727| 0.4545
sphinx || 0.3737| 0.3232| 0.3030|| 0.4286| 0.3571| 0.2143|| 0.1579| 0.2316| 0.6105
sydney || 0.2828| 0.2929| 0.4242| 0.2900| 0.2600| 0.4500| 0.2800| 0.3300| 0.3900
capital || 0.2653| 0.1735| 0.5612|| 0.1684| 0.1474| 0.6842| 0.1250| 0.1354| 0.7396
empire || 0.1700| 0.3300| 0.5000| 0.2300| 0.2600| 0.5100|| 0.1400| 0.2800| 0.5800
average| 0.4889| 0.2500| 0.2611| 0.3528| 0.2903| 0.3569| 0.2225| 0.2672| 0.5102

Table 1. Results of our user study. Users were asked to natlonaly sampled images the top 100 images for each type ofnguals to
how well they represented each category where 1 correspatad&/ery Well”, 2 “Moderately Well”, 3 “Poorly”, and 4 “Dort know”.
The above numbers correspond to the percentage of eacl batithe users for our ranking with segmentatidst (3 columns), ranking
without segmentation24d 3 columns), ranking randomly 3rd 3 columns). As can be seen from the random results, almost half the
images collected from Flickr are judged to be poor repregents of the category. So, being able to select the goodeésigm among
these is an important task. Our ranking that incorporatgmsatation information performs better than both a randanking and the
ranking without segmentation on 6 of the 9 categories and doge well on several of the categorigy (¢ am d, | i ncol n menori al ,
chrysl er building,statue of |ibertyandtaj mahal ). Forexample, 79% of the top 100 ratedr am d images received
ratings that they represented the category “Very Well” aBélo7of the top 100 i ncol n menori al pictures were rated “Very Well”.
From these numbers we can see that segmentation makes ,aotigiausly useful difference for our system. Other categpsuch as
thesydney opera house and theenpi re state buil di ng are more challenging because the object is often presentgdno
cluttered scenes where a segmentation into figure/grounuitie difficult. None of the rankings perform very well on seseimages.

4.1. Ranked I mages ings without segmentation (middle), and the random rank-
) ) ing (bottom) is startling. Our method is able to extract im-
Infigure2 we show the top 60 ranked images (ranked left 5465 containing iconic photographs of the building whereas
toright) forthest at ue of i bertyandtaj mahal the two other rankings show views where even if the build-
categories. These images have been ordered using OUfg is present, it is present in a much less iconic context.
method of ranking which includes figure/ground segmenta- T ranking without segmentation seems to select images
tion information. Many of the top ranked images from these hat have approximately the right overall make-up (when
categories correspond to good representations of the Catej‘udged based on color for example), but since it is consider-
gory. Several of the highly characteristic aspects are '€P-ing the whole image equally it is not able to make the dis-

resented in these images including the highly iconic torch. iinction between skyline images and iconic close up images
Images of the Taj Mahal are highly ranked by our system containing only the Chrysler building.

despite color variations depending on time of day. A few of

the highly ranked b_uil_dings are incprrect, showing imag_es pyr am d category are also significantly better than those
of another (red) building on the Taj Mahal grounds. This 4t the random ranking and the ranking without segmen-
building is highly ranked beca}use it has a very S|r_n|.Iar ap- tation. For thel i ncol n menori al category, we are

pearance and shape. Errors like these might be difficult for g6 6 rank multiple characteristic aspects (both the out-

non-domain experts to spot. door view of the memorial building and the inside view of
In figure3 we show the top ranked images using segmen- Lincoln’s statue). Even though the method of ranking with-

tation, the top ranked images without using segmentation,out segmentation was presented with the same training im-

and the top images for a random ranking of the images (sep-ages it still produces a much less compelling ranking. This

arated by red lines). The four quadrants each show a differ-is true for thepyr am d category as well.

ent test category where the upper left contains images from  capj tal  bui | di ng was our most muddled category.

thechrysl er buil di ng category, the upper right the  This was partially due to the fact that during collection we

Our rankings for thel i ncol n nenori al and the

l'incol n menori al , the lower left thepyram d cate-  had in mind images depicting the U.Gapitol building in
gory and the lower right theapi t al bui | di ng cate-  \washington D.C., but incorrectly spelled the quergasi-
gory. tal building. The term capital building can be used to refer

Forthechrysl er bui | di ngcategorythe difference to any state (etc) capital building. Therefore, the images
between our ranking including segmentation (top), thetank collected tend to depict different capitals from around the



Figure 3. Each quadrant contains images from a category jettsbranked in three ways (separated by red lines): by ostery using
appearance and shape of segmented objects, by a rankigapgirarance similarity across the whole image, and by aramdnking
of images within the category. Thgper left quadrant contains images from thbr ysl er bui | di ng cat egory, theupper right
thel i ncol n nenori al category, théower left thepyr am d cat egory, and thdower right thecapi t al bui | di ng category.
Notice that our system performs quite favorably compardtiemppearance and random based rankings. For some catgegbriys! er
bui | di ng, pyram d,l i ncol n nenori al ) it does quite well. Notice that for tHei ncol n nenori al class we are able to rank
multiple characteristic aspects (both the outdoor viewhefMemorial and Lincoln’s statue). The ranking without segtation performs
much less favorably on this category because it has no irgftiom about what areas of the image need to be similar (themegontaining
the object) and which can vary (background). This is alse fauthechr ysl er bui | di ng in which the ranking without segmentation
seems to pick images based on their color similarity rathantimages that share a common object. Even for the somellvHafined
capi tal buil di ng category, our system finds domed buildings, many of whiclcapétal buildings of various locations.



globe including the Wisconsin, and Texas capital buildings as 1s). For our ranking including segmentation versus the
Many of these buildings actually have similar shapes to the ranking without segmentation, t is calculated to be 1.6429,
U.S. Capitol building and so are hard to distinguish. As can giving about a 7% chance of observing these results if the
be seen in figur® the top images ranked for this category means were actually equal. For the our ranking with seg-
don't all depict the U.S. Capitol building, but do tend to be mentation versus the random ranking, t is calculated to be

photographs of quite similar looking domed buildings. 3.05 or about a 3% chance of observing these results given
equal means. This suggests that the difference between our
4.2. User Ranking ranking and the two alternative methods is a statisticadly s

We also judge our performance based on user ratings.mflcantdlﬁerence'

Some comments that the users had were related to the
Twenty-three volunteers (mostly graduate and undergradu- e s :
confusion in exactly what the definition of a category is.

ate students) with no idea of the purpose of the experiment_l_hey were presented with just the category name and so
were asked to label a random selection of images sampled

from the top 100 images from each type of ranking. For Some were unsure how to rate images Sh"WiT‘g other ver-
each image, the user was asked to label it according to hovvf(')orrlz (;lfsthoi (;afgr?ig(t?gzstzecsatf T:‘;:i rgeﬁirx(]gcg?eo'o
well it represented a category, where 1 corresponds to a rat- grap P X P caleg .ry).
ing of “Very Well’, 2 to “Moderately Well’, 3 to “Poorly”, There was also much confusion about the capital build-

and 4 to “Don’t Know”. Besides the written instructions we M9 category mostly because of the capitol, capital problem

: . . . mentioned previously. Most users labeled images with the
also provided a visual aid of several example images from a . A .
. . U.S. capitol building in mind rather than the broader defini-
training category, eiffel tower, labeled as 1, 2 or 3. tion of canital buildin
We show the tallied results for each of the three rankings P 9-
in table1. For each ranking method and for each category, .
the table shows the percentage 1s, 2s, and 3s assigned to the Conclusion & Future Work

top 100 i(rjr?ages frr]om thaé ran:fingr.] d i b We have shown that it is possible to rank images accord-
Accor Ing to the numbers for the random ranking, about ing to how well they represent a given category. We use the
50% of the images that we collected from Flickr are judged ¢act that iconic representations of a category should appea
to be hoor examples of the category name. Bemg abl_e ©ith high frequency and similar appearance in a set of im-
automatically select the high quality images from this yois ages linked by the fact that they have all been associated

setis an importantand nontrivial task. with a common label (Flickr tag). We have also demon-
If we measure performance as the percentage of the

) ; X strated that incorporating a rough idea of where the object
100 top-ranked Images tha} re_celved a rating of 1, thenis located in the image can improve our performance signif-
we see that our ranking with incorporated segmentation

_ ) icantly.
!nformatlon perfqrms better than bOth_ a random rank- The user comments we received reinforce the fact that
ing and the ranking without segmentation on 6 of the 9

. We d . I | of th notion of a category is a confusing and slippery thing. More
test pategorles: = do quite we on several o the cat- study should be put into determining what is meant by a
egories pyram d, | i ncol n nenorial, chrysler

bui I di ng, statue of |iberty andtaj mahal) category.
For example, 79% of our 100 top-rankegr ami d im- For future work we would like to rank images in a com-

ages receive ratings indicating that they represent the cat pletely unsupervised manner. We tried various methods of
king including clusteri d to select dtrut
gory “Very Well” and 73% of our 100 top-rankéd ncol n ranting Inclucing custering and ways 1o select grounciru

) ) . images according to how iconic they seemed or how simi-
nmenor i al pictures are rated “Very Well”. From these fig- g 9 y

that tati K | byi IIar they were to the bulk of images. None of our attempts
ures we can see that segmentation makes a clear, 0bviouslyqe e yccessful and seemed to indicate that this is a harder
useful difference for our system.

Oth ¢ . h as th d h dt problem than it might seem. One last thing we would like to
Er categories such as (he sydney opera nouse an h\'7:('/ork on is some functional definition of iconicness accord-

empire state building are more challenging because the Ob"mg to perceptual cues of figure/ground like surroundedness
ject is often presented only in cluttered scenes where a S€92nd above/below

mentation into figure/ground is quite difficult. None of the
rankings perform very well on these images.
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Figure 4. The top 60 ranked images (ranked left to right) fiercthr ysl er bui | di ng andl i ncol n menori al categories.



Figure 5. The top 60 ranked images (ranked left to right) figrstphi nx andpyr am d categories.






